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ANEW METHOD FOR CONSTRUCTING
CONFIDENCE INTERVALS FOR THE
INDEX Cym,

Michael Perakis™ and Evdokia Xekalaki”

Abstract— In the statistical literature on the study of the
capability of processes through the use of indices, Cpm
introduced by Chan et al [2] appears to have been one of the
most widely used capability indices and its estimation has
attracted much interest. In this article, a new method for
constructing upproximate confidence intervals for this index is
suggested. The method is bused on an approximation of the
noncentral chi-square distribution, which was proposed by
Pearson {11}. Its covernge appears to be more satisfactory
compared to that achieved by any of the two most widely used
methods that were proposed by Boyles {1]. This is supported
by the results of an extensive simulation study.

Index terms~ process capability indices, noncentral chi-square
distribution, approximate confidence intervals.

[. INTRODUCTION

Process capability indices are used mamly in
industrv in order to measure the capability of a process to
produce according to some specifications. A plethora of
such-indices has been proposed in the last two decades. A
review of them is provided in the textbooks by Kow and
Johnson [5] and Kotz and Lovelace [7] and the article by
Kotz and Johnson [6]. Among the suggested indices, Com 15,
undoubtedly, one of the most widely used. It was initially
introduced by Chan et al. [2] and since then its properues
and estimation techniques have also been investigated
thoroughly by various other authors, such as Bovles (1],
Pearn et al. [10] and Wright [14]. Itis defined as
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where L. U denote the lower and the upper specification
limits, T corresponds to the target value and p, o refer o
the mean and the standard deviaion of the process.
respectively.
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Evidently, the assessment of the value of Cpn for a
given process requires knowledge of both p and o. If these
parameters are unknown, the value of the index has to be
estimated. The two estimators of Cpy, that appear most often
in the literature are those proposed by Chan et al. [2] and
Bovles [{1]. The estimator proposed by Chan et al. [2] 15
defined as

C =

pm
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where X,, i=l1,...,n are the elements of a random sample

(D

taken from the examined process, X is the sample mean
and $° is the sample variance. The estimator that Boyles {1}
proposed is defined as
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One may observe that estimators (1) and (2) differ in
the tvpe of the estimator used for the parameter
o't =0 +(u-T)

)
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More specifically, in estimator (1) '¢'® is estimated throu
P A
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while, in estimator (2), o'? is estimated through
vy 1 5
= X -T)y. 4)
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According to Bovles [1], the estimator given by (4)

is an unbiased estimator of ¢'* and its mean squared error
is smaller than that of the estimator given by (3). For this
reason, Boyies [1] argues that estimator (2), which nvolves
(4), is superior o (1). On the other hand, as Kotz and
Lovelace | 7] point out. the bias and the mean squared error
of estimator (1) are smaller than those of (2). Subbatuh and
Taam [13], based on simulation results, concluded that
estimator (1) should be preferred for point estimation and
estimator (2) is preferable when there is a need for
assessing confidence intervals. It should be remarked that
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the statistical propertics of the two estimators are quite
similar sinee

i
n
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Bovies {1] suggested two methods for constructing
confidence limits for the actual value of Cow that have
become the most widelv used such techniques. The first is
based on the chi-square distribution. while the second,
recommended for use in cases where the sample size 1s
sulliciently large, is based on the sandard nomal
distribution. According to Kushler and Hurlev [8] and
Subbainh and Taam [13], the performance of both these
methods appears to be better than that of some other
methods that have been considered in the literature for the
construction of confidence limits for Cpm.

In this paper, a modification of the first method of
Boyles [1] is proposed, which appears to lead to a coverage
closer to the nominal. So, in Section II, the two methods
suggested by Boyles [1] are brefly discussed, while, in
Section [II, based on Perakis and Xekalaki {12}, a new
method is suggested for the construction of confidence
limits through an approximation of the noncentral chi-
square distribution. As demonstrated in Section 1V, where
the performances of the three techniques are compared via
simulation, the copfidence limits obtained -by the new
method achieve a better coverage.

II. THE METHODS SUGGESTED BY BOYLES [ll

Boyles {1} suggested two methods that enable one to
construct approximate confidence intervals (or merelv
lower confidence limits) for the actual value of Cpm. These
methods are based on different approximations of the
noncentral chi-square distribution, which, as shown in the
sequel, is related to the sampling distribution of estimators
Hamd@).

Indeed, the probability density function (pdf) of €,
(and, consequently, that of ¢ ) €80 be expressed in terms
of the pdf of the noncentral chi-square distribution, defined
by
A+X

sy
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where X, v denote the noncentrality parameter and the
number of degrees of freedom, respectivelv, and ') 1s the
Gamma function. As one mayv observe, this distnibution
arises as a mixture of chi-squared distributed random
variables with Poisson weights. (For more details on the
noncentral chi-square distribution and its approximations,
the interested reader is referred to Johnson and Pearson |3}
and Johnson et al. [4}).

Actually, as Bovles (1] points out, the distribution of’
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o
15 the non-centrul chi-square with n degrees of freedom and
noncentrality parameter né, where
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The distnbution of (3) can be determined by noting that,
under the assumption that the process 15 normally
distributed with mean p and standard deviation o. every
observation X, cun be expressed as

X, =p+ol), .

U.

where U; follows the standard normal distribution.
Substituting, u+oU, for X, in the numerator of &7,

defined in (4), we deduce that

DR -TF =) (6U, +u-T)

i=l 1=t
By dividing both sides of (6) by o we obtain

ns? (U| +u—TJ: ‘

o o
Taking into consideration that U; are independent standard
normal random variables and that (u ~T)/o is a constant, it
follows that (3) has the non-central chi-square distribution
with n degrees of freedom and noncentrality parameter
e (p=TY 'u-Tj:
A= — | =gl B
S (5
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Therefore, the distribution of € m 15 given by

LU ()

where  y) (A.) follows the non-central  chi-square
distribution with n degrees of treedom and noncentrality
parameter :

A=n(p -T)/o".

According to Patnaik [9], the noncentral chi-square
distribution with v degrees of freedom and noncentrality
parameter A can generally be approximated by a scaled chi-
squared distribution of the form ¢y}, where ¢ and f are
some constants. The appropriate values of ¢ and f can be
tound by equating the first two crude moments ot these two
distributions. Using the r-th moment of the noncentral chi-
square distribution given by

B0
fio 1

and the r-th moment of the chi-square distribution with n
degrees of freedom given by

viv+2) v+ 2r - 1) (%)
(see e.g., Johnson et al. |4)), Patnaik |Y] found that the
appropriate values of ¢ and f are given by (v +22)/{v +2)

(x.2Y

\
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and {v+r) /v +24). respectively



ATHENS UNIVERSITY OF ECONOMICS AND BUSINESS

Fuking advantage of this approximation. Bovies |1
concluded that the quantity

3
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denotes the 100u% percentile of the chi-square

()
where Zﬁ,.
distribution with  { degrees of freedom. constitutes a

100(1 - w)% approximate lower confidence limit for the
actual value of the indeX Com In (9), the value of s

estimated by
f= n!l +c)

(10
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Similarly, a 100(] - «) Y% confidence interval tor Com 18

given by
[ /xr,» fx

In cases where the value of { in (9) 15 greater than
100, Boyles [1] suggests the use of a normal approximation
of the noncentral chi-square distribution. According to this

(an

approximation, he concluded that a 100(1 - a)%
approximate lower confidence limit for Cpr, is given by

. 1

Cm[l—zm %) (12)

and a 100(1 - a)% approximate confidence interval for Ce,
is given by

5 1 - 1
n [(_m(l—z,_w2 ’z} LN[H—Z,,“’,Z ’Et—J] (13)

In both of these relationships, z, denotes the 100a%
pereentile of the standard normal distribution.

[Il. THE NEW METHOD

As pointed out in the previous section, the first

method of Bovles {1] is based on an approximation of the .

noncentral chi-square distribution by a scaled chi-squared
distribution of the form cy}, proposed by Patnaik [9].
Pearson [11] proposed .an - improvement of this
approximation, in which the noncentral chi-square
distribution with v degrees of freedom and noncentrality
_ parameter A is approximated by a distribution of the form

A cyi+b, where the values of ¢, f, and b are obtained by
-equating the first three moments of the -noncentral chi-

square distnbution and ¢/ +b. Using again_the formulac
tor the r-th crude moments of the chi-square distribution
wiven 1n (8) and the noncentral chi-square distribution given
in (7), 1t can be found that the appropriate values of ¢, £ and
b are given by

v+3A

v+2

v+ )

(\ + \A)'

and
;‘.:

v+3a

t%'pecuvelv (see c¢.g., Johnson and Pearson [3]) As
Johnson et al. {4] point out, this approximation is better
than that proposed by Patnaik [9}], provided that the value at
which one wants to assess the cumulative distribution
function of the noncentral chi-square distribution is large
enough. Moreover, Johnson et al. [4] provide a table (Table
29.2 in their book), which compares the accuracy of the two
approximations and reveals the superiority of that given by
Pearson [11].

In the construction of confidence limits for Cpy, the
noncentral  chi-squaré distribution that has to be
approximated has n degrees of freedom and noncentrality
parameter nd and thus the values of ¢, { and b can be

simplitied to
1438
MEPeTS 4
t*n—(‘ﬁ (15)
and
b= 126315 ' (e

To construct a 100(1 - )% confidence interval for Cpm one
may note that

l’[xi.‘,u (08) < o <ok, :(né)) =l-a (7)
pe

where 12, (n8) denotes the 100a% percentile of the

noncentral chi-square distribution with n' degrees of
freedom and noncentrality parameter nd. Taking advantage
of Pearson’s [11] approximation of the noncentral chi-
square distribution, the left hand side of (17) can be
approximated by

ng' -
s+b<——<cyi on tO L
o Joar2

Pleyi,

where ¢, { and b are detined as in (14), (13) and (16),

respectively. Taking into account the fact that

.2 ~
_=L;"“
2 1 7
o 2
Cpm

one obtains that, after some algebra, a 100(1 - %
approXimate contidence interval tfor Cpm given by

834
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where ¢, f and b arise from (14), (15) and (16)

substituting S ford. Here, 3 can be cither

w5

Similarly, a 100(! -~ a)% approximate lower confidence
limit for Cpr is given by

S &2, +b an
"V ali+3) -

(19)
or

20)

¥
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IV. A SIMULATION STUDY

In order to compare the performance of the
constructed confidence interval in (18) and the obtained
lower cofifidence limit in (21) to those proposed by Boyles
[1] (e to confidence intervals (11) and (13) and to lower
confidence limits (9) and (12)), a simulation study was
conducted. In this study, random samples of sizes 20 and 50
were generated from the normal distribution with the
parameter combinations (p=0, 0.5, 1, 1.5, 2 and 6=0.5, 1,
1.5) and for the specification limits (L=—3 and U=3) that
were also considered by Subbaiah and Taam [13] in their
simulation. study. For each combination, 25000 random
samples were generated and, for each of these samples, the
corresponding confidence intervals and lower confidence
limits were assessed using all of the methods described
above. The proportion of times that each of these limits
contains the actual value of the index was recorded.
Moreover, in all the cases the mean range of the obtained
confidence intervals was assessed for each method.

- The obtained results are summarized in Tables 1 and
2. More specifically, Table 1 presents the observed
coverage (OC) and the mean range (MR) of the 90% and
the 95% confidence intervals as well as the OC of the lower
confidence limits, when the value of 8 is estimated via (19).
On the other hand, Table 2 presents the corresponding
values when the value of 8 is estimated through (20). Each
row contains the values of p and o, the corresponding value
of Cpm, the OC of the confidence intervals (18) (first entry),
(11) (second entry) and (13) (third entry), the mean ranges
of these confidence intervals and the observed coverage of
the lower confidence limits (21), (9) and (12).
The basic conclusions that may be drawn from Tables 1 and
2 are outlined in the sequel:

» the performance of the new confidence interval (1%
appears to be better than that of confidence mtervals
(IDyand (13)

» the lower conlidence limut (9) seems to have the best
coverage among the three confidence limits tollowed
bv{(21)and (12)

» the mean range of confidence interval (18) scems te be
generaily greater than that of (119, but smaller than that
of (13)

» the choice of the estimator of 3 does not appear to
atfect the coverage

» the mean range seems to be larger in the case where §
is estimated via 8,

-The first: two conclusions can also be established
trom Table 3, which summarizes the number of parameter
combinations for which the new method performs better or
worse than the two methods of Boyles [1]. The entries of
Table 3 are of the form

fh) _f(J)

and refer to the numbers fy, and f, of times the

confidence limits (1) and (j), respectively, achieve a

coverage closer to the nominal. So, for example, 13-2,

means that if n=20, 3 is estimated via & and the

contidence level is 0.9, interval (18) leads to a coverage
closer to the nominal than that of (11} in 13 parameter
combinations, while the coverage of (11) is closer to the
nominal only in' 2 combinations (this can be verified from
Table 1). It should be noted that the reason why the sum of

‘the values of some entries is not equal to the total number

of the examined parameter combinations, is that sometimes
two or more methods result in the same observed coverage
(such cases are not taken into account in the entries of Table
3).
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Table 1. Observed Coverage of 90% and 93% contidence limits using 8,

n=20 n=50

n L Cim oC MR ocC oC MR oC

18) (18) @ 18) as) @n

) (11) &) (1) an )

(13) (13) (12) 3) (13) (12)
) 35 3} 4994 | 9466 | 1.0692 | 12726 | 9011 | 9495 | 9015 | 9512 | 6657 | .7930 | 9008 | 0493
8993 | 9465 | 1.0690 & 12722 | 9009 | 9494 | 9014 | 9512 | 6657 | 7919 | 9008 | 9493
9010 | 9489 | 10762 | 12828 | 8892 | 9471 | 9021 | 9516 | 6675 | 7945 | 8934 | 9475
5 |5 [ 1419 | 8877 | 9399 | 6413 | 7650 | 9002 | 95237 | 8969 | 9466 | 4042 | 4818 | 9010 | 9538
R866 | 9396 | 6387 | 7611 | 8982 | 9499 | 8962 | 9460 | 4035 | 4808 | 8995 | 9523
8879 | 9409 | 6418 | 7658 | .8893 | 9474 | 8970 | 9465 | 4043 | 4819 | 8942 | 9508
! 5| 894 | 8810 | 9345 | 2755 . 3286 | 9010 | 9510 | 8912 | 9450 | 1757 | 2093 | 9012 | 9337
8801 | 9330 | 2745 . 3271 | 8992 | 9482 | 8907 | 9448 | 1755 | 2089 | 9001 | 9523
8808 | 933 2752 1 3281 | 8931 | 9466 | 8910 | 9450 | .1757 | 2091 | 8962 | 9510
157 5 | 633 | 8779 | 9308 | 1398 | 1669 | 8947 | 9474 | 8900 | 9445 | 0899 | .1070 | 8993 | 9528
8772 | 9307 | 1395 | 1664 | 8934 | 9455 | 8899 | 9443 | 0898 | .1069 | 8988 | 9513
8776 | 9308 | 1397 | 1667 | 8884 | 9444 | 8896 | 9446 | .0898 | .1069 | 8968 | 9507
2 5| 485 | 8760 | 9293 | 0826 | 098 | .8938 | 9446 | 8913 | 9396 | .0533 | 0635 | 9004 | 9471
8754 | 9292 0825 | 0984 | 8930 | 9432 | 8908 | 9394 | 0533 | 0634 | 8999 | 9460
8752 | 9294 1 0826 | 0985 | 8901 | 9424 | 8908 | 9395 | 0533 | 0634 | 8984 | 9457
o1 i 9009 | 9494 | 5357 | 6371 | 8978 | 9500 | 9010 | 9504 | 3330 | 3967 | .8993 | 9492
9008 | 9492 | 5356 | .6369 | 8976 | 9497 | 9008 | 9504 | 3330 | 3966 | 8992 | 9492
9021 | 9511 | 5392 | 6423 | 8885 | 9470 | 9012 | 9511 | 3339 | 3979 | .8818 | 9475
301 894 | 8913 | 9425 | 4637 | 5515 | .8955 | 9472 | 8963 | 9494 | 2903 | 3453 | 8985 | 9506
8910 9420 1 4629 | 5503 | 8947 | 9464 | 8963 | 9496 | 2901 | 3450 | .8982 | 9502
ol | 8926 | 9444 | 4659 | 5546 | 8837 | 9440 | 8965 | 9505 | 2908 | 3461 | 8911 | 9486
! 1 707 178886 | 9308 | 3304 | 3824 | 9050 | 9517 | 8928 | 9441 | 2019 | 2405 | 9021 | 9525
8885 | 9402 | 3191 | 3804 | 9033 | 9492 | 8930 | 9440 | 2016 | 2400 | 9009 | 9508
8894 | 9416 | 3207 | 3827 | 8936 | 9470 | 8935 | 9447 | 2020 | 2405 | 8956 | 9492
157 1 5551 -8891 | 9352 | 2076 2475 | 9048 | 9541 | 8934 | 9469 | 1316 | .1568 | 8997 | 9533
8878 | 9348 | 2067 | 2462 | 9026 | 9514 | 8926 | 9464 | 1314 | 1564 | 8989 | 9518
. 8882 | 9356 | 2074 2472 | 8942 | 9495 | 8929 | 9468 | 1315 | 1367 | 8947 | 9507
2 1 47 8817 | 93707 1375 | 1642 | 9046 | 9535 | 8951 | 9452 | 0879 | 1047 | 8999 | 9558
8808 | 9360 | 1370 | 1633 | 9028 | 9505 | 8947 | 9450 | .0878 | 1045 | 8992 | 9536
8810 | 9365 | 1373 L1640 | 8954 | 9489 | 8948 | 9452 | 0878 | .1046 | .8959 | 9526
0 115 1 667 | 9001 | 9495 | 3564 | 4245 | 9008 | 6502 | 9002 | 9500 | 2219 | 2643 | .8975 | 9502
9000 | 9495 | 3564 | 4244 | 9008 | 9501 | 9002 | 9499 | 2219 | 2642 | 8975 | 9502
9018 | 9510 | 3588 © 4279 | 8906 | 9477 | 9010 | 9508 | 2225 | 2651 | 8906 | 9482
5115 632 178930 | 9489 | 3345 i 3971 | 8959 | 9493 | 9012 | 9514 [ 2087 | 2487 | 8990 | 9502
8926 | 9491 | 3342 1 3966 | 8957 | 9487 | 9011 | 9516 | 2087 | 2486 | 8990 | 9500
8944 | 9509 | 3364 . 3999 | 8854 | 9461 | 9016 | 9520 | 2092 | 2494 | 8916 | 9481
1 | [5 | 535 | 8839, 0398 | 2781 | 3311 | 8955 | 9502 | 8938 | 9452 | 1743 | 2079 | 9020 | 9498
8833 | 9401 | 2773 3300 | 8944 | 9486 | 8936 | 9453 | 1741 | 2077 | .9012 | 9488
8844 | 9416 | 2790 - 3325 | 8847 | 9460 | 8944 | 9461 | 1745 | 2083 | 8938 | 9466
13 b 1s ] 471 | oss8e | 9406 | 2143 2544 | 8992 22178969 ] 9449 | 1345 | 1606 | 9037 | 9500
8875 | 9394 | 2034 2531 | 8970 | 9500 | 8965 | 9444 | 1343 | 1602 | 9026 | 9488
8883 | 9410 | 2145 . 2547 | 8876 | 9479 | 8971 | 9452 | .1346 | .1606 | 8966 | 9475
21 1s T 18850 | 9380 | 1602 1904 | R9BT | 9511 | 8960 & 9457 | 1012 | 1204 | 9054 | 9554
8826 | 9384 | 1595 1894 | 8967 | 9316 | 8949 | 9448 | 1010 | 1201 | voat | 9538
. 8836 | 9393 | 1601 1903 | %883 | 9496 | 8953 | 9454 | joi1 | 1204 | 8981 | 9523

836
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Tabie 2. Observed Coverage of 90% and 93% conlidence limits using ;S:

1 n=20 1 n=50
B 6 | Com ocC MR ! ocC oC MR oC
oo (18) (18 2n (18) (18) ¥3))
‘ : (1 an (%)) (n (1 "
: (13) 13 (12) (1)) (13) (12)
o0 3 R) SO0R T 0487 | 10734 [ 12732 | 8959 | 9483 | 8975 [ 9502 | 6657 1 7935 | 8975 ] 9483
‘9007 | 9486 | 10732 | 12728 | 8958 | 9482 | 8975 | 9502 | 6657 | 7935 | 8974 | 9483
: 9018 | 0508 | 10804 | 10835 | 8846 | 9454 | 8986 | 9507 | 6675 | 7961 | 8916 | 9465
TITTE T TdTA [ eo02 | 9432 ] 6450 | 7724 [19030 | 9532 | 8983 | 947 | 4053 3830 | 9046 | 9527
901 | 0421 | 6433 | 7685 | 9008 | 9514 | 8980 | odde | 4047 1 4820 | 9036 | 9516
‘9808 | 9435 | 6466 | 7733 | 8918 | 9491 | B985 | 9453 | 4055 | 4832 | 8981 | 9502
i TTR04 | 8036 | 9423 | 2800 | 3350 | 0048 | 9557 | B934 | 9481 | .1771 | 2110 9027 | 9553
9916 | 9412 | 2799 | 3334 | 9030 | 9525 | 8925 | 9476 | .1768 | 2106 | 9015 9534
’ ‘9922 | 9418 | 2806 | 3345 | 8962 | 9508 | 8927 | 9478 | 1770 | 2109 | 8980 | .9524
151 5 | 632 | 88911 9376 | 1431 1705 | 8992 | 9495 | 8937 | 9451 | 0906 | .1081 | 9032 9513
9877 | 9363 | 1428 | 1701 | 8980 | 9do9 | 8931 | 9451 | 0905\ 1080 | 9023 | 9498
‘w877 | 9366 | 1429 | 1703 | 8936 | 9453 | 8933 | 9451 | 0906 | 1080 | 3999 | 9495
TS5 1 485 | 8844 | 9358 | 0846 | 1009 | S0I1 | 9454 | 8921 | 9443 | 0538 0640 | 8993 | 9500
‘5835 | 9351 | 0845 | 1007 | 9002 | 9432 | 8919 | 9447 | 0537 | 0640 | 3989 ) 949
_ 2840 | 9353 | 0846 | 1008 | 8962 | 9422 | 8920 | 9448 | 0538 | 0640 8972 | 9488
0 1 i Gosn Todol | 5367 | 6371 | 8964 | 9510 ] 8996 | 9514 | 3332 [ 3964 | 8963 | 9502
%980 | 9491 | 5366 | 6370 | 8964 | 9509 | 8996 | 9514 | 3332 ) 3964 | 8963 9502
8996 | 9510 | 5402 6423 | 8856 | 9486 | 9002 | 9522 | 3341 | 3977 | 8884 | 0484
3 ] 804 | 8938 | 9435 | 4633 3337 | 9017 | 9470 | 8954 | 9485 | 2905 | 3452 | 8976 | 9518
8939 | 9432 | 4627 5525 | oo11 | 9460 | 8934 | 9486 | 2903 | 3450 | 8972 | 9515
b ‘2054 | 9450 | 4657 | 5569 | 8908 | 9439 | 8962 | 0495 1 2910 | 3460 8896 | 9493
I { 707 | 8893 | 9416 | 3232 3851 179026 | 9530 | 9031] 9455 [ 2028 | 2414 | 9051 | 9538
9880 | 9404 | 3219 | 3832 | 9009 | 0492 | 9017 | 9455 } 2025 | 2409 | 904 9520
‘9899 | 9418 | 3235 | 3855 | 8917 | 9471 | 9026 | 9461 | 2029 | 2415 | 3988 9504
i3] 1 355 | 8916 | 9410 | 2107 5505 | 9027 | 9552 | 8924 | 9466 | 1323 | 1579 | 9030 | 9346
8900 | 9387 ] .2098 2192 | 9002 | 9523 {8916 | 9463 | 1321 | 1576 | .9021 | 9532
o 8806 | 9398 | 2105 | 2503 | 8924 | 9506 | 8913 ] 9468 | .1323 1579 | 8974 | 9518
2 i 447 78876 | 9415 | - 1408 570 | 8084 1 9548 | 8939 | 9472 | 0885 1055 | 9014 4 9559
8868 | 9411 1 1403 1664 | 8960 | 9519 | 8932 | 9470 | 0884 | .1053 | 9003 | 9542
8874 | 9415 | 1406 1669 | 8892 | 9506 | 8937 | 9472 | 0885 | 1054 | 8966 | 9531
L0 SGG7 | 8982 | 9488 | 3573 | 4246 | 8980 | 0482 | 8991 | 9513 4 2223 Tod3 | 8974 | 9499
| ‘o8 | 0488 | 3572 | 4245 | 8979 | 9480 | 8990 | 9512 | 2223} 3643 | 8973 9499
1 | 9001 | 9506 | 3596 | 4280 ] 8862 | 9458 | 8998 9520 | 2200 | 2651 | 8902 | 9481
3 3§77 632 1 89dd [ odse | 3341 3583 1 8988 | 9480 | 8975 | 9d6R | 2000 | 2486 | 8971 | 9469
| ‘qo44 | 9454 | 3338 | 3978 | 8984 | 9475 | 8974 | 9470 | 2089 ) 2486 | 8970 9466
9064 | 9469 | 3360 | 4011 | 8882 | 94de | 8981 | 9479 | 2005 | 2493 | 8907 9453
1 5 1 555 | 8947 | 9436 | 2791 3335 1 0012 | 9479 | 8966 | 9478 | .1747 | 2081 | 8995 | 9308
‘ ‘9940 | 9432 | 2784 | 3325 | 9002 | 9460 | 8961 | 9475 | 1745} 2078 8990 | 9501
! 8949 | 9452 | 2801 3349 1 8900 | 9442 | 8971 | 9482 | 1749 | 2084 | 8922 | 9482
[1S ] L3 ] 471 | 8933 9454 | 2159 5563 1 9037 | 9575 | 8987 | 9462 | 1350 | 1610 | 9026 | 9527
8922 | 9448 1 2151 2550 1 9011 | 9552 | 8980 | 9460 1 1347 | 1607 § 9017 | 9511
8931 | 9460 | 2162 5566 | 8915 | 9526 | 8976 | 9464 | 1350 | 1611 | 8950 | 9497
P2 3 T 18933 | 9414 | 1619 | 1929 | 9037 | 9546 | 9000 | 947 1018 | 1213 | 9049 | 9546
i %916 | 9404 | 1612 | 1918 | 9016 | 9516 | 8988 | 9464 | 1016 | 1210 9037 | 9527
i 8971 | 9415 | 1618 1927 | 8938 | 9496 | 8990 | 9467 | 1018 | 1212 | 8990 | 9517
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Table 3. Frequencies of better coverage attainments by the Confidence intervals
or lower confidence limits obtained oy the new method in comparison to
those obtatned by Bovles s [1] methods.

) Confidence Intervals Lower Confidence Limits
Estimate of 8 | Confidence | Sample Size a8) -y A -13) | 2H-O» 2 - (12)
Coefficient
5 90% n=20 13-2 10-3 9-3 13-1
! n=50 94 10-3 66 13-2
93% n=20 12-2 4-10 ’-7 11-d
n=350 11-2 8- 3-9 —7
5. 90% n=20 11-2 90 5-9 14-1
- n=30 11-1 8-7 6-8 96
93% n=20 13-0 59 7-8 9-6
n=50 74 5-8 1-10 6-9




