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Abstract

We analyze an infinite-server queueing model with synchronized arrivals and departures driven
by the point process{Tn} according to the following rules. At timeTn, a single customer (or a
batch of sizeβn) arrives to the system. The service requirement of theith customer in thenth batch
is σi,n. All customers enter service immediately upon arrival but each customer leaves the system
at the first epoch of the point process{Tn} which occurs after his service requirement has been
satisfied. For this system the queue length process and the statistics of the departing batches of
customers are investigated under various assumptions for the statistics of the point process{Tn},
the incoming batch sequence{βn}, and the service sequence{σi,n}. Results for the asymptotic
distribution of the departing batches when the service times are long compared to the interarrival
times are also derived.

KEYWORDS: STATIONARY AND ERGODICPOINT PROCESSES, GATED QUEUES, INFINITE SERVERQUEUES

SHORT TITLE : SYNCHRONIZED INFINITE SERVER QUEUES

1 Model Description: Dynamics and existence of a stationary version of
the process

Consider a system where groups (or batches) of customers arrive at the epochs of a point process
{Tn; n ∈ Z} defined on the whole real line. Thenth group arrives at timeTn and consists ofβn

customers. Theith customer of thenth group, which we will denote byCi,n, 1 ≤ i ≤ βn, n ∈ Z,
remains in the system forσi,n time units, and then departsat the next arrival point after his service
completion,i.e. at timeTL(i,n) whereL(i, n) := inf{k ∈ Z : Tk > Tn + σi,n}.

In more descriptive terms we envision a shuttle bus which arrives at a certain facility at the epochs
{Tn} of a stationary and ergodic point process. Each time the shuttle bus arrives, it brings along a
new group of passengers and delivers them to the facility. Theith passenger of thenth group will
stay in this facility forσi,n time units, and then he will move on to a waiting area from where he will
be picked up by thefirst shuttle that arrives.We assume that the facility, the waiting area, and the
shuttle, all have infinite capacity so that a new group of passengers can always be delivered to the
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facility and a departing shuttle will always be able to take along all passengers waiting to leave. We
also assume that, when the shuttle arrives to the facility at time{Tn}, the new group of passengers is
delivered to the facility instantaneously and the group of passengers waiting to leave also boards the
shuttle instantaneously. We will denote the size of the departing group with thenth shuttle byχn.

In the sequel we will be referring to passengers in the facility ascustomers in service,and passen-
gers in the waiting area, waiting for the shuttle, ascustomers in the output buffer. The facility together
with the waiting area will be referred to as the system. LetX(t) denote the number of customers in
the system,Y (t) the number of customers in service, andZ(t) the number of customers in the output
buffer at timet. If we denote by{R(t); t ∈ R} theforward recurrence time processassociated with the
point process{Tn}, i.e. R(t) =

∑
n∈Z 1(Tn ≤ t < Tn+1)(Tn+1− t), then the number of customers in

the system, the number of customers in service, and the number of customers in the output buffer can
be expressed as follows

X(t) =
∞∑

k=−∞

βk∑

i=1

1(Tk ≤ t < Tk + σi,k + R(Tk + σi,k)) , (1a)

Y (t) =
∞∑

k=−∞

βk∑

i=1

1(Tk ≤ t < σi,k + Tk) , (1b)

Z(t) =
∞∑

k=−∞

βk∑

i=1

1(Tk + σi,k ≤ t < Tk + σi,k + R(Tk + σi,k)) . (1c)

Note that the above processes have been defined to haveright–continuous sample paths. In particular
we will denote byXn := X(Tn−), Yn := Y (Tn−), Zn := Z(Tn−), the corresponding values as seen
by an arriving shuttle. It is easy to see that

Xn =
n−1∑

k=−∞

βk∑

i=1

1(Tk + σi,k > Tn−1) , (2a)

Yn =
n−1∑

k=−∞

βk∑

i=1

1(Tk + σi,k > Tn) , (2b)

Zn =
n−1∑

k=−∞

βk∑

i=1

1(Tn−1 < Tk + σi,k ≤ Tn) . (2c)

The above describes succinctly the dynamics of the process. It remains to be shown that, under natural
stochastic assumptions, there exists a unique stationary version of this process. This is done in the next
section, together with an analysis of the stationary number of customers in the system.

While this model has not been studied before in the literature, there is of course a related literature
regarding infinite server queues. For general results on infinite server queues we refer the reader to
[15], [3], and [2]. More specifically, infinite server queues with batch arrivals have been considered in
[14], [7], [8], [9], [10]. We also mention the time–varying systems considered in [5] and [1] as well
as the network of queues considered in [11]. Finally, in [13] and [12] the reader can also find results
regarding matrix analytic techniques for the numerical computation of performance characteristics.
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1.1 The stationary version of the process

For standard definitions regarding stationary point processes we refer the reader to [2]. We start with
a probability space(Ω, F , P ) and a measurable flow{θt} on (Ω, F ) such thatP is invariant underθ,
i.e. P ◦ θt = P for all t ∈ R. We also assume that a simple point process{Tn}, with corresponding
counting measureN , has been defined on this space and that it is compatible with the flow{θt}. Thus
N(B, ω) =

∑
n∈Z 1(Tn(ω) ∈ B) for all B ∈ B(R) andN(B, θt(ω)) = N(B + t, ω) (see [2]).

Hence, under the probability measureP , the point process is stationary and we will assume it
to have finite rateλ > 0. We use the standard numbering convention for the points of the process
according to whichT0 is the first point to the left of, or precisely at, zero, i.e.P (T0 ≤ 0 < T1) = 1.
We denote byτn := Tn+1 − Tn the time between arrivals. Also,P 0 denotes the Palm transformation
of the measureP with respect to the point process. This can be done via Mecke’s definition by letting

P 0(A) = λE
∑

{n∈Z:0<Tn≤1}
1(θTn(A))

for anyA ∈ F . Suppose that, in addition to the point process{Tn}, a stationary sequence of random
elements{(βn; σ1,n, σ2,n, . . . , σβn,n);n ∈ Z} has been defined on the probability space(Ω,F , P ).
In fact, if we letS be the space of all sequences with non-negative elements, finitely many of which
are non-zero, andS the collection of Borel sets ofS, consider a random elementS0 : (Ω, F ) →
(S, S ) and denote its components as(σ1,0, σ2,0, σ3,0, . . .). The batch size isβ0 := inf{i : σj,0 =
0 for all j > i }. If we setSn := S0 ◦ θTn thenβn = β0 ◦ θTn andσi,n = σi,0 ◦ θTn . We thus have a
stationary sequence of service times for the arriving batches compatible with the flowθ. We will also
assume thatP 0(β0 ≥ 1) = 1.

In order to show the existence of the stationary regime we consider the process{Ỹ (t); t ∈ R}
defined on the same probability space via the expression

Ỹ (t) =
∑

n∈R
1(Tn ≤ t < Tn + max

i=1,2,...,βn

{σi,n}). (3)

Note that the system defined by the above expression is an ordinaryG/G/∞ system. Also, since
P 0(β0 < ∞) = 1, it is easy to see that the difference between the sets{ω : Ỹ (t) < ∞, t ∈ R}
and{ω : Y (t) < ∞, t ∈ R} is a set of probability zero. Furthermore, the processỸ is finite with
probability 1 provided that

E0 max
i=1,2,...,β0

{σi,0} < ∞ (4)

(e.g. see [2]). Hence, provided that condition (4) holds,Y0 = X0 < ∞ P 0–a.s.

1.2 Notation

We will study this system under various assumptions for the distributional aspects of the input and
service process. To this end, we will introduce a Kendall-type descriptor for these systems, namely
〈A,S, B〉, whereA specifies the statistics of the arrival epochs,S the statistics of the service require-
ment for each customer, andB the statistics of the batch size. This descriptor will be used mostly
in the case where the input process is a renewal process. In this caseA will denote the inter-arrival
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distribution,S the distribution of the service requirements which will be assumed i.i.d., andB the dis-
tribution of the batch sizes (also assumed i.i.d.). Interarrival times, service times, and batch sizes are
assumed to be independent of each other. Thus, for instance,〈Mλ, δa, Geo(p)〉 will denote a system
where customers arrive at the epochs of a Poisson process with rateλ in batches, independent of the
arrival process, geometrically distributed with probability of “success”p, and their service require-
ments are deterministic and equal toa. Similarly, 〈GI, Mµ, δ1, 〉 is a system where customers arrive
according to a renewal process (with general interarrival time distribution) in batches of size 1 and
whose service requirements are i.i.d. exponential random variables with rateµ. On the other hand,
the notation〈G,G, G〉 will refer to a system where the arrivals, batch sizes, and service requirements
are jointly stationary with no independence assumptions made, whereas〈GI, GI, GI〉 refers to the
case where arrivals are renewal, batch sizes and batch requirements are i.i.d. and all these processes
are mutually independent.〈G,GI, GI〉 will refer to a system where arriving batch sizes and service
requirements are both i.i.d., independent of each other and of the arrival process{Tn}, which however
will be assumed to be an arbitrary stationary point process underP with rateλ ∈ (0,∞).

Also, since we will study in detail the departure process from this system, and in particular will pay
attention to second-order characteristics of this process, we will use the symbolsVar andCov to denote
the variance and covariance of various quantitieswith respect to the stationary probability measureP
and the symbolsVar0, Cov0 to denote the corresponding variances and covarianceswith respect to the
Palm probability measureP 0.

1.3 The expected number in the system in the stationary framework

Let us now proceed to compute the expected number of customers in the system. We will establish the
following

Proposition 1. In the system〈G,G, G〉 the expected number of customers in stationarity is given by

EX(0) = λE0

[
β0∑

i=1

σi,0 + R(0) ◦ θσi,0

]
. (5)

If we further assume that the service requirements are independent, identically distributed random
variables with distributionG(x) := P 0(σ0 ≤ x), and the arriving batch sizes{βn} are i.i.d. random
variables, and if we suppose that the arrival point process, the batch sizes, and the service requirements
are independent of each other (the system〈G,GI, GI〉 according to our notation) then the expected
number of customers is given by

EX(0) = λE0β0E
0[σ1,0 + R(0) ◦ θσ1,0 ]. (6)

In particular, for the system〈GI,GI, GI〉, where the arrival process is renewal with interarrival time
distributionF ,

EX(0) = E0β0

∫ ∞

0
U(x)G(dx), (7)

whereU :=
∑∞

k=0 F ?k is the renewal function associated with the renewal arrival process.
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Proof: Start with (1a) which we rewrite as

X(t) =
∞∑

k=−∞

∞∑

i=1

1(β0 ◦ θTk
≥ i)1(Tk ≤ t < Tk + σi,0 ◦ θTk

+ R(0) ◦ θσi,0 ◦ θTk
) .

(Note that, by the composition rule for shifts [2, p.5],R(Tk + σi,k) = R(0) ◦ θσi,0 ◦ θTk
= R(0) ◦

θTk+σi,0◦θTk
.) Using Campbell’s theorem (see [2, p.17]) we obtain (5).

The Palm expectation in (5) is finite provided thatE0
∑β0

i=1 σi,0 < ∞ andE0
∑β0

i=1 R(0) ◦ σi,0 <
∞. If we now assume that the service times are independent, identically distributed random variables,
and also independent of the batch sizes and of the arrival process, then

EX(0) = λ

∞∑

i=1

P 0(β0 ≥ i)E0[σi,0 + R(0) ◦ θσi,0 ]

from which (6) readily follows.

To establish the last part of the proposition we now assume in addition the arrival process to be
renewal with interarrival distributionF , (independent of the service requirements which are i.i.d. with
distributionG) and use Wald’s lemma to obtain

E0[σ1,0 + R(0) ◦ θσ1,0 ] = E0




N [0,σ1,0)−1∑

n=0

τn


 = E0τ0E

0N [0, σ1,0)

= λ−1

∫ ∞

0
U(x)G(dx). (8)

The first equation above is due to the fact that, underP 0, σ1,0 + R(0) ◦ θσ1,0 = TL1,0 with L1,0 =
inf{k : Tk > σ1,0} = N [0, σ0,1), whenceTL1,0 = τ0 + · · · + τN [0,σ0,1)−1. The last equality follows
readily from the independence of the arrival process and service times since, conditioning onσ1,0, we
can see thatE0N [0, σ1,0) = E0U(σ1,0). Equation (8), together with (6), yields (7).

The expected number of customers in the systemas seen by an arriving shuttlecan also be obtained
in terms of the statistics of the input process.

Proposition 2. In the system〈G, G,G〉 the expectation of the number of customers in the system under
the Palm probabilityP 0 is given by

E0X(0) = E0
β0∑

i=1

N [0, σi,0). (9)

Proof: The expectationE0X(0) can be easily computed from (2a) using the invariance of the Palm
probability measureP 0 under the shiftsθTn as follows

E0X(0) = E0
∞∑

n=1

β−n∑

i=1

1(T−n + σi,−n > T−1) =
∞∑

n=1

∞∑

i=1

P 0(β−n ≥ i, T−n + σi,−n > T−1)

=
∞∑

n=1

∞∑

i=1

P 0(β−n ◦ θTn ≥ i, T−n ◦ θTn + σi,−n ◦ θTn > T−1 ◦ θTn)
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where, in the above equalities we have also used Fubini’s theorem. However, sinceβ−n ◦ θTn = β0,
σi,−n ◦ θTn = σi,0, andTm ◦ θTn = Tm+n − Tn, P 0–a.s. for allm ∈ Z. Thus

P 0(β−n ◦ θTn ≥ i, T−n ◦ θTn + σi,−n ◦ θTn > T−1 ◦ θTn) = P 0(β0 ≥ i,−Tn + σi,0 > Tn−1 − Tn)

and

E0X(0) =
∞∑

n=1

∞∑

i=1

P 0(β0 ≥ i, σi,0 > Tn−1) = E0
∞∑

i=1

1(β0 ≥ i)
∞∑

n=1

1(σi,0 > Tn−1). (10)

In the above string of equalities besides the invariance ofP 0 under the aforementioned shift we have
also used Fubini’s theorem repeatedly together with the non-negativity of the random variables in-
volved. Taking into account (10) and the fact that

∑∞
n=1 1(σi,0 > Tn−1) = N [0, σi,0) we obtain

(9).

2 The number of customers in the system in the stationary framework
for constant service times

2.1 Number of customers in the system for single Poisson arrivals and constant service
times: The system〈Mλ, δa, δ1〉

Of special interest is the case where customers arrive singly and their service time is constant and equal
to a. Let {At; t ∈ R} denote thebackward recurrence timeor ageprocess of the point process{Tn} at
time t, i.e. At =

∑
n∈Z 1(Tn ≤ t < Tn+1)(t− Tn). (For typographical convenience here we will use

subscript notation for the process{At}.) Then the number of customers in the system at timet is given
by the expressionX(t) = N(t−At − a, t−At]. In particular, the number of customers at time0 can
be expressed asX(0) = N(T0 − a, T0].

The joint probability generating function of the (stationary) number of customers in service and the
number of customers in the waiting area,f(w1, w2) := Ew

Y (0)
1 w

Z(0)
2 can be computed easily if we

distinguish the following two cases:

Case 1T0 < −a. ThenY (0) = 0, Z(0) = N(T0 − a, T0].
Case 2T0 ≥ −a. ThenY (0) = N(−a,−T0], Z(0) = N(T0 − a,−a].

Thus

f(w1, w2) := Ew
Y (0)
1 w

Z(0)
2 =

∫ a

0
ye−λ(a−t)(1−w1)e−λt(1−w2)λe−λtdt + e−λaw2e

−λa(1−w2)

and hence, we have the following

Proposition 3. The joint probability generating function of the (stationary) number of customers in
service and in the waiting area for the〈Mλ, δa, δ1〉 system is given by

f(w1, w2) =
w1

1 + w1 − w2
e−λa(1−w1) + e−λa(2−w2)

(
w1 − w2

1 + w1 − w2

)
. (11)
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In particular, if we set in turnw1 = 1 andw2 = 1 in the above expression we obtain the marginal
distributions for the number of customers in service and the number of customers in the waiting area
as follows

Ew
Y (0)
1 = e−λa(1−w1), (12)

Ew
Z(0)
2 =

1
2− w2

− (1− w2)2

2− w2
e−λa(2−w2). (13)

As expected, the number of customers in service is Poisson with meanλa. The number of customers
in the waiting area has meanEZ(0) = 1, and varianceVar(Z(0)) = 2(1− e−λa) as can be readily ob-
tained from (13). The covariance between the two isCov(Y (0), Z(0)) = e−λa− 1 with corresponding

correlation coefficientρY,Z = −
√

1−e−λa

2λa .

We can also obtain the stationary number of customers in the waiting area in terms of the Erlang
distribution functions defined by

Fk(x) := 1−
k−1∑

j=0

xj

j!
e−x, k = 1, 2, . . . , (14)

as follows: Rewrite (13) as

Ew
Z(0)
2 =

1
2− w2

− e−λa e−λa(1−w2)

2− w2
+ e−λaw2e

−λa(1−w2)

=
∞∑

k=0

wk
2

2k+1
− e−λa

∞∑

k=0

wk
2

k∑

j=0

e−λa (λa)j

j!
1

2k−j+1
+ e−λa

∞∑

k=1

wk
2e−λa (λa)k−1

(k − 1)!
.

Collecting terms in the above expression we establish the following

Proposition 4. The stationary distribution of the number of customers in the waiting area for the
〈Mλ, δa, δ1〉 is given by

P (Z(0) = 0) =
1
2
F1(2λa),

P (Z(0) = k) =
1

2k+1
Fk+1(2λa) +

(λa)k−1

(k − 1)!
e−2λa, k ≥ 1.

2.2 The stationary number of customers in the system〈G, δa, G〉

Let Φ denote theinput measurei.e. for any Borel setB ∈ B(R), Φ(B) denotes the number of cus-
tomers whose arrival occurs inB, i.e. the measure defined by its values on intervals via the relationship

Φ(s, t] =
∑

n∈Z
βn1(s < Tn ≤ t) .

Suppose thatσi,n ≡ a for all n and alli = 1, 2, . . . , βn. The number of customers present in the system
at time 0, assuming that the system has been operating since the infinite past, is denoted byX(0). Then

X(0) = Φ(T0 − a, T0] P–a.s..
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(As a consequence of the above, we also have thatX(0) = Φ(T0 − a, T0], P 0–a.s. Thus, the Palm
distribution of the number of customers in the system at a typical point of arrival is

P 0(X(0) = k) = P 0(Φ(−a, 0] = k).

The stationary distribution of the number of customers in the system can be obtained by the Palm
inversion formula (see [2]) as follows:

P (X(0) = k) = λE0

∫ T1

T0

1(X(s) = k)ds.

However,X(s) = Φ(−a, 0] P 0–a.s. and thus from the above we readily establish the following

Proposition 5. The stationary number of customers in the system〈G, δa, G〉 is given by

P (X(0) = k) = λE0[τ01(Φ(−a, 0] = k)].

3 The departure process when arrivals are (batch) Poisson and service
times are constant: The system〈Mλ, δa, GI〉

Here we will focus our attention on the departure process and will derive results both for the statistics
of departing batches and for the total number of departures in a time interval. In this section we
will again assume, unless otherwise specified, that arrivals are Poisson with rateλ and service time
are constant and equal toa. For the most part we will also assume that arriving batches{βn} are
i.i.d. random variables, independent of the Poisson process and we will focus on the statistics of the
departing batches,{χn}. According to our convention we will denote this system by the descriptor
〈Mλ, δa, GI〉. Occasionally, to underscore the essential aspects of the problem, we will restrict the
analysis to the case where the batches are all of unit size i.e. to the case〈Mλ, δa, δ1. It will readily
become clear that this involves no real loss of generality.

3.1 The distribution of departing batches

According to the dynamics of the process, at epochTn a batch of sizeβn arrives and another batch, of
sizeχn, leaves. Under the assumption of constant service times we have

χn = Φ(Tn−1 − a, Tn − a]
= Φ (Tn−1 − a, Tn−1 ∧ (Tn − a)] . (15)

We will denote byβ(z) = E0[zβ0 ], χ(z) = E0[zχ0 ], the Palm probability generating functions of
the arriving and departing batches.

In order to simplify the discussion we will restrict ourselves for the moment to the case where
customers arrive singly at the epochs of the Poisson process (i.e. the case whereβn = 1 w.p.1 and
henceβ(z) = z). Then the corresponding expression for the departing batches is

χn = N(Tn−1 − a, Tn − a]. (16)
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Figure 1: Departure batches when the arrival batches are of size one and service times are constant.

Despite the fact that, fori 6= j, χi andχj are obtained from the number of Poisson arrivals in the
disjoint intervals(Ti − a, Ti+1 − a], (Tj − a, Tj+1 − a], as we will see in the sequelthese random
variables are not independent.This should come as no surprise since the disjoint intervals are not
deterministic but functions of the points of the Poisson process itself.

Proposition 6. For the 〈Mλ, δa, δ1〉 system, underP 0, the departing batches{χn} are identically
distributed with probability generating function given by

χ(z) := E0[zχ0 ] =
1

2− z
− (1− z)2

2− z
e−λa(2−z) . (17)

The corresponding distribution, with the same definitions as in (14), is given by

P 0(χ0 = 0) =
1
2
F1(2λa) ,

P 0(χ0 = k) =
1

2k+1
Fk+1(2λa) +

(λa)k−1

(k − 1)!
e−2λa , k ≥ 1 . (18)

Proof: Consider the departing batchχ0 = N (T−1 − a, T0 − a] = N (T−1 − a,−a] P 0–a.s.. Since
T−1 = −τ−1 P 0–a.s. one can see that

E0[zχ0 |τ−1 = u] =
{

e−λu(1−z) u < a

ze−λa(1−z) u ≥ a .
(19)

From this, taking into account thatP 0(τ−1 ∈ du) = λe−λudu, we obtain (17). To establish (18) it
suffices to note that (17) is the same expression as (13).

If we let a →∞ in (17) we obtainχ(z) → 1
2−z and thus we have the following

Corollary 1. In the〈Mλ, δa, δ1〉 whena →∞, the departing batch sizeχ(z) converges in distribution
to a geometric random variable with success probability1/2.

An intuitive explanation for this result lies in the fact that, underP 0, χ0 = N(T−1 − a,−a]
according to (15). Thus, the limiting case of corollary 1 may be seen as a consequence of the fact that
the number of Poisson (λ) points in an independent, exponentially (λ) distributed interval is geometric
with success probability1/2. Nonetheless, the shortest complete proof of this is via proposition 6.
Further such asymptotic results are given in section 3.4.

The more general situation, where customers arrive in batches, can be handled in precisely the same
way. The final result for the p.g.f.’s of the departing batches is the same in all cases withz replaced by
β(z), the p.g.f. of the arriving batches. Thus we have the following
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Corollary 2. In the 〈Mλ, δa, GI〉 if customers arrive in i.i.d. batches with p.g.f. given byβ(z), the
p.g.f. of the departing batches underP 0 is given by

χ(z) := E0[zχ0 ] =
1

2− β(z)
− (1− β(z))2

2− β(z)
e−λa(2−β(z)) . (20)

From (20) we can easily see that the mean and the variance of the typical departing batch is

E0χ0 = E0β0

and
Var0(χ0) = Var0(β0) + 2(E0β0)2

(
1− e−λa

)
,

with a corresponding (squared) coefficient of variation

C2
χ = C2

β + 2
(
1− e−λa

)
.

(In the above expression,Var0(X) denotes the variance of a random variableX with respect to the
Palm probability measure, i.e.Var0(X) = E0X2 − (E0X)2 and the squared coefficient of variation

is defined asC2
X := Var0(X)

(E0X)2
.) The expression for the coefficient of variation shows that the departing

batches have greater variability than the arrival batches.

Corollary 3. In the limit, asa →∞, the Palm distribution of the departing batches in the〈Mλ, δa, GI〉
system becomes

lim
a→∞E0[zχ0 ] =

1
2− β(z)

. (21)

Note that the right hand side of (21) is the composition of the probability generating function (p.g.f.)
of the arrival batches with the p.g.f. of a geometric distribution with probability of success1/2.

3.2 The covariance of the departing batches underP 0 in the system〈Mλ, δa, δ1〉

As mentioned above, the sizes of departing batches are not independent. The joint statistics of the
departing batches will be derived in section 3.4 in the more general case where service times are not
deterministic. In this section we will examine the covariance of the sizes of departing batches. We start
with the following

Lemma 1. If {Tn} is a Poisson process with rateλ anda > 0 then

Cov0(N(−a, 0], N(Tn − a, Tn]) = λaP 0(Tn ≤ a)− nP 0(Tn+1 ≤ a), n = 0, 1, 2, . . . (22)

whereCov0(X, Y ) := E0[XY ]−E0XE0Y denotes the covariance of any two random variables with
respect to the Palm probability measureP 0.

Proof: The casen = 0 can be checked immediately since in that case the left hand side of (22) is
Var0(N(−a, 0]) = λa while the right hand side is also equal toλa sinceP 0(T0 ≤ a) = 1. We can
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thus assume thatn ≥ 1. Conditioning onTn we note that, ifTn > a thenN(−a, 0] andN(Tn− a, Tn]
are independent random variables and in this case it is easy to see that

E0[N(−a, 0]N(Tn − a, Tn]|Tn = v] = (1 + λa)
(
1 + (n− 1)

a

v

)
, if v > a.

On the other hand, whenTn ≤ a, N(Tn − a, Tn] = N(Tn − a, 0] + n and thus

E0[N(−a, 0]N(Tn − a, Tn]|Tn = v]
= E0[(N(−a, Tn − a] + N(Tn − a, 0])(N(Tn − a, 0] + n)|Tn = v], if v ≤ a.

Combining the above two cases and carrying out the computations gives

E0[N(−a, 0]N(Tn − a, Tn] | Tn = v] (23)

=





(1 + λa)
(
1 + (n− 1)

a

v

)
if v ≤ a,

n + 1 + (n + 3)λa + λ2a2 − 2λv − λ2av if v > a.

SinceP 0(Tn ∈ dv) = λ (λv)n−1

(n−1)! e−λvdv, from the above we obtain

E0[N(−a, 0]N(Tn − a, Tn]]
= 1 + λa + λa(1 + λa)P 0(Tn > a) + (2λa + (λa)2)P 0(Tn ≤ a)− nP 0(Tn+1 ≤ a)

or
E0[N(−a, 0]N(Tn − a, Tn]] = 1 + 3λa + (λa)2 − λaP 0(Tn > a)− nP 0(Tn+1 ≤ a).

Subtracting from the above expressionE0N(−a, 0]E0N(Tn− a, Tn] =
(
E0N(−a, 0]

)2 = (1 + λa)2

establishes the proof of the lemma.

Using the above lemma we can readily obtain the covariance between two departing batches as
follows

Proposition 7. The covariance between two batchesχ0, χn, in the system〈Mλ, δa, δ1〉 is given by

Cov0(χ0, χn) =
(λa)n

n!
e−λa, n = 1, 2, . . . . (24)

Proof: Write χ1 = N(T0 − a, T1 − a] = N(T0 − a, T0] + N(T0, T1] − N(T1 − a, T1], or, since
N(T0, T1] = 1

χ1 = N(T0 − a, T0]−N(T1 − a, T1] + 1, (25)

χn = N(Tn−1 − a, Tn−1]−N(Tn − a, Tn] + 1, (26)

the second equation above following by the same reasoning applied toχn = N(Tn−1 − a, Tn − a].

11



Thus

Cov0(χ1, χn) = Cov0(N(T0 − a, T0], N(Tn−1 − a, Tn−1])
+Cov0(N(T1 − a, T1], N(Tn − a, Tn])
−Cov0(N(T0 − a, T0], N(Tn − a, Tn])
−Cov0(N(T1 − a, T1], N(Tn−1 − a, Tn−1])

= 2Cov0(N(−a, 0], N(Tn−1 − a, Tn−1])
−Cov0(N(−a, 0], N(Tn − a, Tn])
−Cov0(N(−a, 0], N(Tn−2 − a, Tn−2]),

the second equation above following by Palm stationarity. Hence, using the result of lemma 1, we
obtain

Cov0(χ0, χn) = 2λaP 0(Tn−1 ≤ a)− 2(n− 1)P 0(Tn ≤ a)
−λaP 0(Tn ≤ a) + nP 0(Tn+1 ≤ a)
−λaP 0(Tn−2 ≤ a) + (n− 2)P 0(Tn−1 ≤ a).

Rearranging the above expression and simplifying givesCov0(χ1, χn) = (λa)n−1

(n−1)! e−λa. Equation (24)

is a restatement of the above using stationarity.

Proposition 8. The sizes of the output batches,{χn}, in the system〈Mλ, δa, δ1〉 satisfy

Var0

(
n−1∑

k=0

χk

)
= 2λa

n−1∑

k=0

(λa)k

k!
e−λa + 2n

(
1−

n∑

k=0

(λa)k

k!
e−λa

)
. (27)

Proof: We have

n−1∑

k=0

χk = N(−a, 0] + N(0, Tn]−N(Tn − a, Tn]

= N(−a, 0] + n−N(Tn − a, Tn] (28)

where, in the above equation it should be noted that the intervals(−a, 0] and (Tn − a, Tn] are not
necessarily disjoint. Thus, taking into account thatE0N(−a, 0] = E0N(Tn − a, Tn] = 1 + λa we
have

Var0

(
n−1∑

k=0

χk

)
= E0

(
(N(−a, 0])2 + (N(Tn − a, Tn])2 − 2N(−a, 0]N(Tn − a, Tn]

)

= 2(1 + 3λa + (λa)2)− 2E0 [N(−a, 0]N(Tn − a, Tn]] . (29)

From the above using lemma 1 we obtain

Var0

(
n−1∑

k=0

χk

)
= 2λaP 0(Tn > a) + 2nP 0(Tn+1 ≤ a).

12



This concludes the proof of the proposition.

Note that, asn →∞, P 0(Tn > a) → 1 while nP 0(Tn+1 ≤ a) → 0. Thus,

lim
n→∞Var0

(
n−1∑

k=0

χk

)
= 2λa

which indicates the strong dependence that exists between the batches. In fact the following holds:

Corollary 4. Asn →∞ the sum of the sizes of the firstn batches that depart at time 0 and after satisfy

n−1∑

k=0

χk − n
d−→ Poi(2λa)

wherePoi(c) denotes a Poisson random variable with meanc > 0 and
d→, as usual, convergence in

distribution.

Proof: It is an immediate consequence of (28), together with the independent increments property of
the Poisson process, and the fact thatlimn→∞(−a, 0] ∩ (Tn − a, Tn] ↓ ∅.

3.3 The number of departures in an interval for the stationary process and its index of
dispersion for the departure process of the system〈Mλ, δa, GI〉

In this section we obtain the statistics of the stationary departure process within a time interval(0, t].

Proposition 9. LetD(0, t] denote the number of departures in the interval(0, t] for the system〈Mλ, δa, GI〉.
Then

Ψ(z) := E[zD(0,t]] = e−λ(t∨a)e−λa(1−β(z)) sinh(λ(t ∧ a))
(

β(z)− 1
2− β(z)

)

+ e−λt

(
eλtβ(z) − eλ(t∧a)β(z) +

eλ(t∧a)β(z) − 1
β(z)(2− β(z))

+ 1

)
. (30)

Proof: In order to compute the probability generating functionEzD(0,t] we will examine the following
two cases separately.

Case 1:t < a. Let As denote the age of the Poisson process at times. Then

E[zD(0,t]|A0, At] = 1(At < t, A0 > a− t + At)β(z)e−λa(1−β(z))

+ 1(At < t, A0 < a− t + At)e−λ(t+A0−At)(1−β(z))

+ 1(At > t) . (31)

To see the above we start with the remark thatAt > t implies that there are no Poisson points in the
interval [0, t], hence there can be no departures in that interval (since departures can occur only at the
points of the process). This explains the last term on the right hand side of (31). Let us next examine

13



Figure 2: The first case.

the first term: At < t means that there is at least one point of the process in(0, t]. However, since
by assumptiont < a, this means that only customers who arrived before 0 can leave in the interval
(0, t]. Since there can be no arrivals in the interval(−A0, 0), we conclude that only customers who
arrived before−A0 are candidates for departure in(0, t]. Finally, the indicator ofA0 + (t − At) > a
guarantees that the customers who leave the system in(0, t] are precisely those who arrived in the
interval(−A0 − a,A0]. The number of batches who arrived during this interval is Poisson distributed
with meanλa plus one batch that arrives at−A0. This explains the first term on the right hand side
of (31). Regarding thesecond termwe haveA0 + (t − At) < a which means that the customers who
leave the system in(0, t] are those who arrived in the system in the interval(−A0 − a, t − At − a).
The number of such batches is Poisson distributed with meanλ(t + A0 − At). Note in particular that
in this case the customers belonging to the batch that arrives at−A0 leave aftert.

Case 2:t ≥ a. With the same notation as above

E[zD(0,t]|A0, At] = 1(At < t− a)β(z)e−λ(t−At)(1−β(z))

+ 1(t− a < At < t, A0 > a− t + At)β(z)e−λa(1−β(z))

+ 1(t− a < At < t, A0 < a− t + At)e−λ(t+A0−At)(1−β(z))

+ 1(At > t) . (32)

In order to determine the joint distribution ofA0 andAt it suffices to keep in mind that, as long
as the age of the arrival process att, At, is less thant this means that there is at least one point of
the Poisson process in the interval(0, t] and hence to conclude that, on this event,A0 and At are
independent, exponential random variables with rateλ. If howeverAt > t this means that there
is no Poisson point in(0, t] and hence thatAt = A0 + t on that event. Combining the two cases
above we can give the following representation for the random variablesA0, At: If η, ξ, are two

independent exponential random variables with rateλ then(A0, At)
d= (ξ, min(η, t)) + ξ1(η > t)).

The corresponding distribution function is

P (A0 ≤ u,At ≤ v) =





(1− e−λu)(1− e−λv) v < t

1− e−λu − e−λv + e−λ(t+u) t ≤ v < u + t
1− e−λx u + t ≤ v

14



Figure 3: The second case.

Taking expectation with respect toA0 andAt in (31) we obtain

E[zD(0,t]] =
∫ t

v=0

∫ v+a−t

u=0
e−λ(t+u−v)(1−β(z))λ2e−λ(v+u)dudv

+
∫ t

v=0

∫ ∞

u=v+a−t
β(z)e−λa(1−β(z))λ2e−λ(v+u)dudv + e−λt

=
e−λt(1−β(z)) − e−λt

β(z)(2− β(z))
− e−λa(2−β(z))

2− β(z)
sinh(λt)

+ β(z)e−λa(2−β(z) sinh(λt) + e−λt

whence we obtain

E[zD(0,t]] = e−λa

(
β(z)− 1

2− β(z)

)
e−λa(1−β(z)) sinh(λt)

+ e−λt

[
1 +

eλtβ(z) − 1
β(z)(2− β(z))

]
, if t < a. (33)

Similarly, whent > a, taking the corresponding expectations in (32) we obtain

E[zD(0,t]] =
∫ t

v=0
λe−λvβ(z)e−λ(t−v)(1−β(z))dv

+
∫ t

v=t−a

∫ ∞

u=v+a−t
β(z)e−λa(1−β(z))λ2e−λ(u+v)dudv

+
∫ t

v=t−a

∫ v+a−t

u=0
e−λ(t+u−v)(1−β(z))λ2e−λ(u+v)dudv + e−λt

Thus in this case we have

E[zD(0,t]] = e−λt
[
eλtβ(z) − eλtβ(z)

]
+ β(z)e−λa(1−β(z))e−λt sinh(λa)

=
e−λt

(2− β(z))β(z)

[
eλaβ(z) − 1

]
− sinh(λa)

e−λte−λa(1−β(z))

2− β(z)
+ e−λt

which we can rewrite as

E[zD(0,t]] = e−λt

(
β(z)− 1

2− β(z)

)
e−λa(1−β(z)) sinh(λa)

+ e−λt

[
1 +

eλaβ(z) − 1
β(z)(2− β(z))

eλtβ(z) − eλaβ(z)

]
, if t ≥ a. (34)
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Combining (33) and (34) into one equation, valid for allt ≥ 0, we obtain (30).

Evaluating the derivative of the probability generating function given in (30) atz = 1 we can
verify thatΨ′(1) = λtE0β0 whereβ′(1) = E0β0 is the mean batch size. This is of course a direct
consequence of stationarity. The variance ofD(0, t] can also be readily obtained:

Var(D(0, t]) = λtE0[β2
0 ] + 2(E0[β0])2 ×

{
1− e−λt − e−λa sinh(λt), 0 ≤ t < a,
(cosh(λa)− 1) , t ≥ a.

(35)

As a rough measure of comparison to the Poisson process we can also compute theindex of dispersion,
defined as the ratioVar(D(0,t])

ED(0,t] (see [4]).

Ia(t) = C2
βE0[β0] + 2E0[β0]×





1− e−λt − e−λa sinh(λt)
λt

, t < a,

cosh(λa)− 1
λt

, t ≥ a.

whereC2
β := E0[β2

0 ]
(E0β0)2

is the squared coefficient of variation of the batch size distribution.

The next proposition characterizes the nature of the output process when the service timea is much
larger that the mean interarrival time.

Proposition 10. In the 〈Mλ, δa, GI〉 system (Poisson-batch arrival model with deterministic service
times equal toa) described in this section, whena → ∞ the number of departuresDa(0, t], in the
time interval(0, t], converges in distribution to a random variable that can be represented as follows:
If Qp is Poisson distributed with meanλt, Qg is geometric with probability of success 1/2, and{βn},
{β′n}, are i.i.d. sequences distributed according to the distribution of the incoming batches, and if
furthermore we assume that all the above random variables are independent, then

Da(0, t] d−→ 1(Qp > 0)




Qp∑

n=1

βn +
Qg∑

n=1

β′n


 . (36)

Proof: If we let a →∞ in (33) we see that

lim
a→∞EzDa(0,t] = e−λt

(
1 +

eλtβ(z) − 1
β(z)(2− β(z)

)
. (37)

Furthermore the convergence is uniform inz ∈ [0, 1]. Thus, by the continuity theorem [6], the right
hand side of (37) is the p.g.f. of the number of departures in an interval of lengtht in the limit where
the length of stay in the system for each individual customer goes to infinity. In fact the right hand side
of (37) can be written as

K(z) := e−λt + (1− e−λt)
e−λt(1−β(z)) − e−λt

(1− e−λt)β(z)
1

2− β(z)
. (38)

Based on the above p.g.f. one can verify that the number of departures in an interval of lengtht has the
stochastic representation claimed in (36).
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Figure 4: The variance function whenλ = Eβ = 1, a = 1, Var(β) = 1, andt ∈ [0, 10]

3.4 Joint statistics of departing batches in the system〈Mλ, GI, δ1〉

Proposition 11. Let {χi; i ∈ Z} denote the sequence of departing batches in a〈Mλ, GI, δ1〉 system.
Assuming that customers arrive singly and according to a Poisson process with rateλ and that service
times are i.i.d. with distributionG, the joint distribution ofn consecutive batches is given by

E0 [zχ1
1 · · · zχn

n ] =
∫
· · ·

∫

0≤T1≤···≤Tn<∞

dT1 · · · dTnλne−λTn

n∏

i=1

[
e
−(1−zi)λ

∫ Ti
Ti−1

G(u)du

×
(
G(Tn − Ti−1) +

∑n
j=i zjG(Tj−1, Tj ]

)]
.

Proof: With each arriving customer we associate a point on the half planeR×R+ by means of the co-
ordinates{(Tj , σj); j ∈ Z}whereTj is the arrival epoch of thejth customer andσj his service require-
ment. Thus if we consider the point processM on the half plane given byM(A) =

∑
j∈Z δ(Tj ,σj)(A)

whereδ(t,x) is the measure that assigns unit mass at the point(t, x) andA a Borel subset ofR × R+,
is Poisson with mean measureν(dt × dx) = λdtG(dx). Consider the stripesAi := {(t, x) : t <
T0, Ti−1 ≤ x + t < Ti}, i = 1, 2, . . . , n. Any customer whose arrival coordinates(Tj , σj) falls
in stripe i will depart with theith batch at timeTi. In fact the size of theith batch, is given by the
expression

χi = M(Ai) +
i−1∑

k=0

1(Ti−1 ≤ Tk + σk < Ti). (39)

From the above definition it is clear thatAi andAj are disjoint wheni 6= j and hence thatM(Ai) is
independent ofM(Aj). Also,

∫

Ai

ν(dt× dx) =
∫ 0

t=−∞

∫ Ti−t

Ti−1−t
λdtG(dx) = λ

∫ ∞

s=0
[G(Ti + s)−G(Ti−1 + s)]ds

= λ

∫ Ti

Ti−1

G(u)du.
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Figure 5: The corresponding index of dispersion with the same parameters as before. Note that whent
is much smaller thana = 3 the point process is overdispersed while whent is much larger thana the
dispersion approaches 1, which is the value for the Poisson process.

Then,

E0 [zχ1
1 · · · zχn

n | T1, . . . , Tn] =
n∏

i=1


e

−(1−zi)λ
∫ Ti

Ti−1
G(u)du


G(Tn − Ti−1) +

n∑

j=i

zjG(Tj−1, Tj ]







From the above considerations together with the fact that the joint density of(T1, . . . , Tn) is

λne−λTn1(0 ≤ T1 ≤ T2 ≤ · · · ≤ Tn)

the proof of the proposition follows.

Corollary 5. Suppose that{Ga; a ∈ R+} is a parametric family of distributions onR+ index by a
parametera and such thatlim

a→∞Ga(x) = 0 for all x ∈ R+. Then we obtain

lim
a→∞E0 [zχ1

1 · · · zχn
n ] =

n∏

i=1

1
2− zi

, (40)

from which we conclude that, whena is very large (compared to1/λ) the output process consists of
independent geometric batches with parameter1/2.

(We make no specific assumptions regarding the nature of the parameter though natural examples
would be the case wherea is a scale parameter i.e.Ga(x) = G(x/a), or a location parameter i.e.
Ga(x) = G(x − a). In general, of course,a could be any type of parameter belonging to an open
intervalI = (a1, a2) such thatlima→a2 Ga(x) = 0 for all x ∈ R+.)

Proof: The integrand in the expression for the joint batch distribution in proposition 11 is given by

λne−λTn

n∏

i=1


e

−(1−zi)λ
∫ Ti

Ti−1
Ga(u)du


Ga(Tn − Ti−1) +

n∑

j=i

zjGa(Tj−1, Tj ]





 . (41)
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As a →∞, Ga(u) → 1 for all realu andGa(Tn − Ti−1) → 1, Ga(Tj−1, Tj ] → 0 w.p.1. Thus, letting
a →∞ the integrand converges to

λne−λTn

n∏

i=1

e−(1−zi)λ(Ti−Ti−1).

Taking into account thatTi − Ti−1 = τi and appealing to the Dominated Convergence Theorem we
obtain

lim
a→∞E0 [zχ1

1 · · · zχn
n ] =

∫ ∞

0
· · ·

∫ ∞

0
dτ1 · · · dτnλne−λ

∑n
i=1 τi(2−zi).

A straightforward computation completes the proof.

To obtain a better idea of the correlation structure of the departing batches we compute the correla-
tion between the sizes of two departing batches, one at timeT0 and the other at timeTn. As shown in fig-
ure 6, the size of the departing batch at timeT0, is the sum of the number of Poisson points in the shaded
area A plus one if the customer who arrives at timeT−1 finishes service before timeT0. Let us denote by
ξA the number of points in the stripe A of figure 6, and byξB the number of points in stripe B, i.e., to be
more precise,ξA =

∑∞
k=2 1(T−1 ≤ T−k + σ−k < T0), ξB =

∑∞
k=2 1(Tn−1 ≤ T−k + σ−k < Tn). Let

us also introduce the random variablesη̃−1 = 1(T−1+σ−1 ≤ T0), η−1 = 1(Tn−1 < T−1+σ−1 ≤ Tn),
andηi = 1(Tn−1 < Ti + σi ≤ Tn), i = 0, 1, 2, . . . , n− 1. Then clearly

χ0 = ξA + η̃−1

χn = ξB + η−1 +
n−1∑

i=0

ηi.

It is easy to see that the random variables{ηi; i = 0, 1, 2, . . . , n−1} are independent ofξA, ξB, η−1, η̃−1.
Thus

Cov0(χ0, χn) = Cov0(ξA, ξB) + Cov0(ξA, η−1) + Cov0(η, ξB) + Cov0(η−1, η̃−1). (42)

In order to compute the first term of the right hand side above we condition onT0 − T−1 = u, Tn −
Tn−1 = v, Tn−1 − T0 = w. It is easy to see then thatξA, ξB are conditionally independent (and, given
the above random variables, Poisson distributed) and thus

E0[ξAξB|T0 − T−1 = u, Tn − Tn−1 = v, Tn−1 − T0 = w]
= E0[ξA|T0 − T−1 = u]E0[ξB|T0 − T−1 = u, Tn − Tn−1 = v, Tn−1 − T0 = w]

=
(

λ

∫ u

0
G(x)dx

)(
λ

∫ u+w+v

u+w
G(x)dx

)
.

In view of the above we have

Cov0(ξA, ξB) = λ2E0σ0Cov0 (GI(−T−1) , GI(Tn − T−1)−GI(Tn−1 − T−1)) (43)

whereGI(x) := 1
E0σ0

∫ x
0 G(y)dy is the integrated tail distribution that corresponds to the service

distribution. Similarly,

Cov0(ξA, η̃−1) = λE0σ0Cov0 (GI(−T−1) , G(Tn − T−1)−G(Tn−1 − T−1)) ,

Cov0(ξB, η−1) = λE0σ0Cov0 (G(−T−1) , GI(Tn − T−1)−GI(Tn−1 − T−1)) ,

Cov0(η−1, η̃−1) = Cov0 (G(Tn − T−1)−G(Tn−1 − T−1) , G(−T−1)) .
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Figure 6: The computation of the covariance of the sizes of two batches

Using the above equations and (43) in (42) we obtain an expression for the covariance of the size of
two batches. In particular, if the service time distribution is exponential,G(x) = 1 − e−µx, then the
above expressions simplify and the following proposition holds:

Proposition 12. In the 〈Mλ,Mµ, δ1〉 model where customers arrive singly according to a Poisson
process with rateλ and service times are independent, exponential, with rateµ then the stationary
covariance of departing batches is given by

Cov(χ0, χn) = pqn, n = 1, 2, . . . (44)

wherep = λ
λ+µ andq = µ

λ+µ .

4 Renewal arrivals and exponential service times: The system〈GI, Mµ, GI〉

In this section we assume that the arrival process is renewal whereas the service time distribution is
exponential with rateµ. We will assume as usual that customers arrive in batches of sizeβn where
the sequence{βn} is i.i.d. with given distribution and corresponding probability generating function
β(z). Furthermore we will denote the number of customers in the system just prior to thenth arrival
by Xn := X(Tn−) and letφ(z) := E0[zX0 ] denote the probability generating function of the number
of customers in the system under the Palm measureP 0 at time0− i.e. the p.g.f. of the event–stationary
distribution just prior to a typical arrival. A first result which will play an important role in the sequel
is the following

Proposition 13. In the system〈GI, Mµ, GI〉, if the input batch size distribution is light-tailed i.e., for
someε > 0, β(1+ε) < ∞ then the departing batch size is also light-tailed and we haveφ(1+ε) < ∞.

Proof: Recalling (2a) we will show that, ifε > 0, φ(1 + ε) = E0(1 + ε)X0 < ∞. Indeed,X0 =∑∞
n=1

∑β−n

i=1 1(T−n + σi,n > 0) and thus

E0[(1 + ε)X0 ] =
∞∏

n=1

β−n∏

i=1

((1 + ε)1(T−n + σi,n > 0) + 1(T−n + σi,n ≤ 0))

=
∞∏

n=1

β−n∏

i=1

(1 + ε1(T−n + σi,n > 0)) .
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In order to show that the above expectation is finite we consider first the conditional expectation given
{(T−n, β−n);n = 1, 2, . . .}. We have

E0[(1 + ε)X0 |(T−n, β−n);n = 1, 2, . . .] =
∞∏

n=1

(
1 + εeµT−n

)β−n
.

(In the above equation note thatT−n is a negative). Taking expectations with respect to the batch sizes
{β−n; n ∈ N} we have

E0[(1 + ε)X0 |T−n; n = 1, 2, . . .] =
∞∏

n=1

β
(
1 + εeµT−n

)
=

∞∏

n=1

(
1− (

β(1)− β(1 + εeµT−n)
))

=
∞∏

n=1

(
1− β′(1 + cn)εeµT−n)

)

wherecn ∈ (0, ε). Thus, sinceβ′(z) is an increasing function, we can write

E0[(1 + ε)X0 |T−n; n = 1, 2, . . .] ≤
∞∏

n=1

(
1− β′(1)εeµT−n)

) d=
∞∏

n=1

(
1− ηe−µTn

)

where we have used the mean value theorem for the differentiable functionβ(z) and we have setη :=
β′(1)ε = εE0β0. From the above we see thatE0[(1+ε)X0 ] < ∞ provided thatE0

[∏∞
n=1

(
1− ηe−µTn

)]
<

∞. In view of the inequality1− x ≤ e−x which holds for allx ∈ R, it is enough to show that

E0
[
e−η

∑∞
n=1 e−µTn

]
< ∞. (45)

Fix now δ > 0 and consider a renewal process{T̃n} with interarrival times

τ̃n =
{

0 if 0 ≤ τn < δ,
δ if δ ≤ τ

.

We thus havẽTn = τ̃1 + · · ·+ τ̃n and hencẽTn ≤ Tn a.s. for alln. In order to show (45) it then suffices
to establish that

E0
[
e−η

∑∞
n=1 e−µT̃n

]
< ∞.

Then, a moment’s thought reveals that

∞∑

n=1

e−µT̃n =
∞∑

k=0

αkVk (46)

where{Vk; k = 0, 1, 2, . . . } are independent, geometric random variables with common distribution
P (V = i) = P (τ ≥ δ) (P (τ < δ))i−1, i = 1, 2, . . . andα := e−µδ < 1. We thus need to show that

E0e−η
∑∞

k=0 αkVk =
∞∏

k=0

1− q

1− qe−ηαk < ∞.

Since none of the terms of the above infinite product is equal to zero, the above infinite product is finite
if and only if the infinite product

∞∏

k=0

1− qe−ηαk

1− q
=

∞∏

k=0

(
1− q

p
(1− e−ηαk

)
)
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converges properly, i.e. away from zero. A necessary and sufficient condition for this is the absolute
convergence of the infinite series

∑∞
k=0

q
p(1−e−ηαk

). This series however converges absolutely as can

be seen by comparing it with the geometric series
∑∞

k=0 αk (where0 < α < 1), since

lim
k→∞

1− eηαk

αk
= η.

A direct consequence of the above proposition is the following

Corollary 6. If β(z) < ∞ for all z ∈ R thenφ(z) < ∞ for all z ∈ R. In particular, if customers
arrive singly thenφ(z) < ∞ for all z ∈ R.

4.1 Statistics of number of customers in the system and of departing batches when
customers arrive individually: The system〈GI, Mµ, δ1〉

From the above corollary it follows in particular that, if customers arrive singly, thenφ(z) is analytic
atz = 1 and hence that

φ(z) =
∞∑

k=0

(z − 1)k

k!
φ(k)(1) (47)

where thekth derivative ofφ(z) at 1 is equal to thekth descending factorial moment ofX0:

φ(k)(1) = E0[X0(X0 − 1) · · · (X0 − k + 1)]. (48)

Let us denote byζ(s) := E0[e−sτ0 ] the Laplace transform of the interarrival time distribution. Then,
conditional onτ0 andX0, underP 0,

X1
d= 1 +

X0∑

i=1

γi ,

where theγi are independent Bernoulli random variables with probability of successe−µτ0 . Indeed,
Xn := XTn− and hence, at timeT1− the customer who arrives atT0 = 0 is certainly present. Also,
each one of theX0 customers that were present at timeT0− will remain in the system with probability
e−µτ0 , independently of each other. Thus

E0[zX1 |τ0, X0] = z
(
e−µτ0z + 1− e−µτ0

)X0 = z

X0∑

k=0

e−kµτ0(z − 1)k

(
X0

k

)
.

Taking expectation with respect toτ0 in the above gives

E0[zX1 |X0] = zE0
∞∑

k=0

ζ(kµ)
(z − 1)k

k!
1(X0 ≥ k)X0(X0 − 1) · · · (X0 − k + 1) .

Note that, while the above sum is written as an infinite sum it has in fact a finite number of terms with
probability 1. Observe however thatE0[1(X0 ≥ k)X0(X0 − 1) · · · (X0 − k + 1)] = φ(k)(1). This
yields the following basic relationship:

φ(z) = z
∞∑

k=0

ζ(µk)
1
k!

(z − 1)kφ(k)(1) . (49)
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If we differentiaten times term by term the power series on the right hand side of the above equation
and we evaluate the result atz = 1 we obtain the recursive relation

φ(n)(1) = φ(n)(1)ζ(µn) + nφ(n−1)(1)ζ(µ(n− 1)) (50)

whence we see that

φ(n)(1) = n!
n−1∏

i=0

ζ(iµ)
1− ζ((i + 1)µ)

n = 0, 1, 2, . . . .

which, with the usual assumption that an empty product is equal to 1 includes the caseφ(0)(1) = 1.
Thus we are ready to state the following

Proposition 14. For the system with single arrivals,φ(z) is analytic for allz ∈ R with

φ(z) =
∞∑

n=0

(z − 1)n
n−1∏

i=0

ζ(iµ)
1− ζ((i + 1)µ)

. (51)

Furthermore the p.g.f. of the size of departing batches is given by

χ(z) = 1 +
∞∑

n=1

(z − 1)npn

(
1 +

1− ζ(nµ)
ζ((n− 1)µ)

) n−1∏

i=0

ζ(iµ)
1− ζ((i + 1)µ)

. (52)

Proof: Equation (51) is an immediate consequence of proposition 13, (47), and (50). To establish (52)
it suffices to notice that

χ(z) = (q + pz)φ(q + pz) = (q + pz)
∞∑

n=0

(z − 1)npn
n−1∏

i=0

ζ(iµ)
1− ζ((i + 1)µ)

and carry out the algebra.

4.2 Statistics of number of customers in the system and departing batches when cus-
tomers arrive in batches: The system〈GI, Mµ, GI〉

With the same notation as before we have that

Proposition 15. If the p.g.f. of the batch size distribution is such thatβ(1 + ε) < ∞ whereε > 0 then
the corresponding probability generating function for the number of customers in the system exists for
z ∈ [0, 1 + ε] and is given by the power series

φ(z) =
∞∑

n=0

1
n!

φ(n)(1)(z − 1)n (53)

where the derivatives at1 (which are equal to the corresponding descending factorial moments) are
given by the recursive equations

φ(n)(1) =
ζ(nµ)

1− ζ(nµ)

n−1∑

k=0

(n

k

)
φ(k)(1)β(n−k)(1), n = 1, 2, . . . , φ(0)(1) = 1. (54)
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The probability generating function for the departing batch size in steady state is given by

χ(z) =
∞∑

n=0

1
n!

χ(n)(1)(z − 1)n (55)

where

χ(n)(1) =
φ(n)(1)
ζ(nµ)

n∑

k=0

(n

k

)
(−1)kζ(kµ). (56)

Proof: The expansion around 1 in (53) is possible by virtue of proposition (13). From the relationship

E0[zX1 |X0, β0, τ0] =
(
1− e−µτ0 + ze−µτ0

)X0+β0

we obtain

φ(z) = E0
[
φ(1 + (z − 1)e−µτ0)β(1 + (z − 1)e−µτ0)

]

= E0

[ ∞∑

n=0

1
n!

(z − 1)ne−nµτ0

n∑

k=0

(n

k

)
φ(k)(1)β(n−k)(1)

]

=
∞∑

n=0

1
n!

(z − 1)nζ(nµ)
n∑

k=0

(n

k

)
φ(k)(1)β(n−k)(1) (57)

and hence, taking into account (53), we see that

φ(n)(1) = ζ(nµ)
n∑

k=0

(n

k

)
φ(k)(1)β(n−k)(1) (58)

whence (55) follows readily.

Noting that

χ(z) = E0
[
(e−µτ0 + z(1− e−µτ0))X0+β0

]
(59)

we readily conclude that, ifβ(1 + ε) < ∞, thenχ(1 + ε) < ∞ hence the expansion in (56) is valid.
From (59) we obtain

χ(z) =
∞∑

n=0

(z − 1)n

n!
E0[(1− e−µτ0)n]

n∑

k=0

(n

k

)
φ(k)(1)β(n−k)(1)

=
∞∑

n=0

(z − 1)n

n!
φ(n)(1)
ζ(nµ)

n∑

k=0

(n

k

)
(−1)kζ(kµ),

where in the last equation we have also taken into account (58). This last equation establishes (56).

4.3 System time distribution for the system〈GI, Mµ, GI〉

The system time distribution for the typical customer in this system obviously does not depend on
whether customers arrive individually or in batches. Thus, to keep our notation simple we will assume
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that customers arrive individually. As before,ζ(s) = E0[e−s(T1−T0)] denotes the Laplace transform
of the interarrival time distribution andR(t) the forward recurrence time of the arrival process at time
t. Then the system time of a customer who arrives atT0 = 0 and whose service requirement isσ0 is
given byV0 = σ0 + R(σ0).

Proposition 16. If the service times{σn} above are i.i.d. exponential with rateµ and independent of
the arrival process, then the Laplace transform of the service time distribution, is given by

γ(s) := E0[e−sV0 ] =
ζ(s)− ζ(s + µ)
1− ζ(s + µ)

. (60)

Proof: Let g(t, s) := E0[e−sR(t)], denote the Laplace transform of the forward recurrence time of the
arrival process (which of course depends ont). A straightforward renewal theoretic argument gives

g(t, s) = E[e−s(T1−t)1(T1 > t)] +
∫ t

0
g(t− u, s)dF (u) .

Taking further a Laplace transform with respect tot we have

Γ(θ, s) :=
∫ ∞

0
e−θtg(t, s)dt =

ζ(s)− ζ(θ)
θ − s

− Γ(θ, s)ζ(θ)

or

Γ(θ, s) =
ζ(s)− ζ(θ)

(θ − s)(1− ζ(θ))
. (61)

Since service times are exponential with rateµ then the Laplace transform of the system time of a
typical customer is

γ(s) := E0[e−sV0 ] =
∫ ∞

0
µe−µte−stE0[e−sR(t)]dt = µΓ(µ + s, s) . (62)

From (61) and (62) equation (60) follows readily.

5 Appendix – The distribution of departing batches underP for the sys-
tem 〈Mλ, δa, δ1〉

Here we provide a sketch of the analysis for the distribution of departing batches underP when cus-
tomers arrive singly according to a Poisson process with rateλ and service times are deterministic
(equal toa).

The p.g.f.E0zχn was obtained in proposition 6. UnderP however, the random variables{χn} are
no longer identically distributed. Using an analogous analysis we can establish the following

Proposition 17. Thestationaryprobability generating functionsEzχn for the system〈Mλ, δa, δ1〉 are
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given by the expressions:

E[zχn ] =
1

2− z
− (1− z)2

2− z
e−λa(2−z) n = 0,−1,−2,−3, . . . ,

E[zχ1 ] =
1

(2− z)2
− (1− z)2

2− z
(1 + λa)e−λa(2−z) ,

E[zχn ] =
[

1
2− z

− (1− z)2

z(2− z)
− (−1)n−1

z(2− z)(1− z)n−1

]
e−λa(2−z)

+
n−2∑

k=0

(λa)k

k!

(
zk+1 − zk

)
e−2λa + z−1e−λa

n−2∑

k=0

k∑

l=0

(−1)l

(1− z)l

(λa)k−l

(k − l)!

− (1− z)
z

e−λa
n−2∑

k=0

n−2−k∑

l=0

zl

∫ a

0
λe−λu (λ(a− u))k(λu)l

k!l!
du n = 2, 3, 4, . . .

It should be noted that batches departing before time 0 have the same distribution as underP 0. The
distributions of the sizes of the batches that depart after time 0 are different, it can be shown however
that, asn →∞,

E[zχn ] → 1
2− z

− (1− z)2

2− z
e−λa(2−z).

(Compare this with (17).) The complicated expressions above which have been obtained by straightfor-
ward analysis are not particularly illuminating and the proof of this proposition will be omitted. More
can be gleaned about the behavior of this process by examining the expected sizes of departing batches:

Proposition 18. The stationary expectation of the departing batch size for the system〈Mλ, δa, δ1〉 is
given by the expression

Eχn =





1 if n ≤ 0,
2− e−λa if n = 1,

1− e−λa − (λa)n−1

(n−1)! e−λa +
∑n−1

j=0
(λa)j

j! e−2λa if n ≥ 2.

(63)

Proof. This can of course be obtained from the above expressions for the corresponding p.g.f.’s. It is
however easier and more illuminating to obtain it by a direct argument as follows. We start with the
fact that

E[χn|τn−1 = u] =
{

λu if u < a
1 + λa if u ≥ a,

n = 1, 0,−1,−2,−3, . . .

and

E[χn|τn−1 = u] =
{

λu− P (Tn−1 − a < 0 ≤ Tn − a|τn−1 = u) if u < a
1 + λa− P (Tn−1 − a < 0|τn−1 = u) if u ≥ a,

n = 2, 3, 4, . . .

(This can be obtained by arguments similar to those in section 3.) Taking additionally into account
that, due to the inspection paradox, whileP (τn ∈ du) = λe−λudu for all n ∈ Z \ {0}, P (τ0 ∈ du) =
λ2ue−λudu and carrying out the elementary computations we establish the proposition.
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Finally we should point out that, asα → ∞, the corresponding stationary distribution for the size
of the departing batches becomes

lim
a→∞E[zχn ] =





1
2− z

if n 6= 1,

1
(2− z)2

if n = 1.

(64)

Note that the first batch after the origin in the stationary case is an exception since the gap that precedes
it is the sum of two independent exponentials with rateλ.
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